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Information Theory

Notation
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Notation

K =log, S - the number of bits conveyed by
the choice of one codeword from S

a binary representation

of the number s
(length K)
CHANNEL
CODING

XN - an ensemble used to create a random code C
N - the length of the codewords

|

Encoder

(5) L

Decoder S
the decoder’s

~ C-Capacity guess of s
Noisy
L channel

x(8) _ g codeword, the sth 1n the code

S - the number of a chosen codeword

R = K/N - the rate of the code,
in bits per channel use

S = 2K _ the total number of
codewords
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Notation

Q the noisy channel

C the capacity of the channel

XN an ensemble used to create a random code

C a random code

N the length of the codewords

x(5) a codeword, the sth in the code

S the number of a chosen codeword (mnemonic: the source
selects s)

S =2k the total number of codewords in the code

K =log, S the number of bits conveyed by the choice of one codeword
from S, assuming it is chosen with uniform probability

S a binary representation of the number s

R = K/N  therate of the code, in bits per channel use (sometimes called
R/ instead)

S the decoder’s guess of s
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The theorem
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The theorem Part 1 - Positive

W For every discrete memoryless channel, the channel capacity
C =max I(X;Y)
PX
has the following property.
B Forany € >0 and R < C, for large enough N, there exists a code of length N and rate = R

and a decoding algorithm, such that the maximal probability of block error is < €.
A

Pb
W e>0

W Jarge enough N

R<C @ R
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The theorem

Part 1 - Positive

W For every discrete memoryless channel, the channel capacity

C =max I(X;Y)
PX

has the following property. For any € > 0 and R < C, for large enough N, there exists a code

of length N and rate = R and a decoding algorithm, such that the maximal probability of

block erroris < €.

W e>0

W Jarge enough N

Pb

R<C @ R
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The theorem Part 2 - Positive

-
W If a probability of bit error pjp is acceptable, rates up to R(p,) are achievable, where

1
R —
(»,) —H.(p)
A
Pb
R(py)
1 2
3

Communication (with errors) above capacity
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The theorem Part 3 - Negative

® For any py, rates greater than R(pp) are not achievable.

Pb
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Information Theory

Jointly-typical sequences
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Jointly-typical sequences

B We will define codewords x() as coming from an ensemble XV

B Consider the random selection of one codeword and a corresponding channel output vy,

thus defining a joint ensemble (XY)V .

B A typical-set decoder, decodes a received signal y as s if Xx® and y are jointly typical.

XN

CHANNEL
CODING

S

|

Encoder

x®)|

s?

|

Decoder

Noisy
channel

XYN

oy YN

C
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Jointly-typical sequences

B Joint typicality. A pair of sequences X, y of length N are defined to be jointly typical (to

tolerance f3) with respect to the distribution P(x, y), if:

x is typical of P(x),
y is typical of P(y),

and x,y is typical of P(x,y),
¥ Example with N = 100

le.,

ie.,

le.,

1 1

108 i - H(X)\ <8

1 1

108 - H(Y)\ <8,

1 1

Nlog Pix.y) —H(X,Y)' < B.

B P(x,y) in which P(x) has (po, p1) = (0.9, 0.1) and P(y | x) corresponds to a BSC (f=0.2)

X 1111111111000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000
Yy 0011111111000000000000000000000000000000000000000000000000000000000000000000000000111111111111111111

B xhas 10 1s, and so is typical of the probability P(x) (at any tolerance [3);

Wy has 26 1s, so it is typical of P(y) (because P(y = 1) =0.26)

¥  xandy differ in 20 bits, which is the typical number of flips for this channel.
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Joint typicality theorem

¥ The jointly-typical set Jys is the set of all jointly-typical sequence pairs of length V.
B Joint typicality theorem. Let X, y be drawn from the ensemble (XY)V defined by
N
P(x,y) = || Pz, yn)-
then, n=l
B The probability that x, y are jointly typical (to tolerance [3) tends to 1 as N —

¥ The number of jointly-typical sequences | Jygl is close to 2NHX. Y)
N(H(X.Y)+p)
e
B Ifx'~XNandy' ~YV,ie., X andy' are independent samples with the same marginal distribution

as P(x,y), then the probability that (x', y’) lands in the jointly-typical set is about 2-NMX:1),

P[(X',y') c JNﬁ:| < 2—N(I(X;Y)—3,3)
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Joint typicality theorem

Ax
I RSSEEEEEE GNAKY ANy , the set of all input strings of length M.
ANy | the set of all output strings of length N.
1 | I
INH(X,Y) Jots Each dot represents a jointly-typical pair of sequences (X, y).
The fotal number of independent typical pairs is the area of
A : J . ]2 N . the dashed rectangle js 2NH(X) QNH(Y)
ONH(Y) BE I The number of jointly-typical pairs is roughly 2NHX.Y)
Lo tin The probability of hitting a jointly-typical pair is roughly
; ONH(X|[Y) 11,
i Y i ONH(X.Y) joNH(X)+NH(Y) _ 9=NI(X;Y)
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Information Theory

Proof of the noisy-channel coding theorem
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Proof of the noisy-channel coding theorem - General idea

® The proof will then centre on determining the probabilities

¥ (a) that the true input codeword is not jointly typical with the output sequence;

¥ (b) that a false input codeword is jointly typical with the output.

¥  We will show that, for large N, both probabilities go to zero
W as long as there are fewer than 2¥C codewords

¥ the ensemble X is the optimal input distribution.

FACULDADE DE _ ]
CIENCIAS E TECNOLOGIA The Noisy-Channel Coding Theorem - 19
UNIVERSIDADE NOVA DE LISBOA



Proof of the noisy-channel coding theorem - Strategy

e

B We wish to show that there exists a code and a decoder having small probability of error.

B Evaluating the probability of error of any particular coding and decoding system is not

easy.
® Shannon’s innovation was this:

B 1instead of constructing a good coding and decoding system and evaluating its error

probability,

B Shannon calculated the average probability of block error of all codes, and proved

that this average is small.

B There must then exist individual codes that have small probability of block error.
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Random coding and typical-set decoding

B Consider an encoding—decoding system, whose rate is R’

B  We fix P(x) and generate the code C that has

W the set of codewords S with | § | = 2MR of a block code (N, K) = (N, NR’);

W the 2MF" codewords are picked randomly according to the probability distribution
N
P =]] P,
W The code 1s know by the sender and the receiver
B A message s is chosen from {1, 2,...,2N¥ } and x(s) 1s transmitted. The received signal is y
with P(y |x") = ﬂ P(y,|x,")
n=I
B The signal is decoded by typical-set decoding

® A decoding error occurs if § # g
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Typical-set decoding

B Typical-set decoding

B Decodey as § if (x¥), y)are jointly typical and there is no other s'such that (x

typical;

B otherwise declare a failure (s = 0).

) y) are jointly

B This 1s not the optimal decoding algorithm, but it will be good enough, and easier to analyze.

B Joint typicality. A pair of sequences X, y of length N are defined to be jointly typical (to

tolerance [3) with respect to the distribution P(x, y), if:

x is typical of P(x),
y is typical of P(y),

and x,y is typical of P(x,y),

le.,

l.e.,

le.,

1 1

Nlog By) —H(Y)' < B,

1 1

¥ 108 By~ HX Y)| 8.
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Random coding and typical-set decoding

«3) (1) (2) (@)
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Random coding and typical-set decoding

Ya

Yo

Yda

Yc

«(3) 5(1)

«(2) 5 (4)
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Random coding and typical-set decoding

3 (D) (2) x(4)
E - . A sequence that is not
Ya et ~ $(yq)=0 jointly typical with any
° e, codeword
i s »
vi e —
ye ST
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Random coding and typical-set decoding

x(3) x (1) x(2) 3 (4)
Ya :EE. ~ 5(ya) =0
Vi RS ~ $(y»)=3 A sequence that is jointly
oo typical with only one
Tode codeword
yi R
2 .
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Random coding and typical-set decoding

x(3) x (1) x(2) 3 (4)
Ya P ~ 5(ya)=0
vy — Sy =3
’ele ) A sequence that 1s jointly
yd er ~ 5(ya)=0 typical with more that one
oefo codeword
Ye SIS
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Random coding and typical-set decoding

) (1) 5(2) 1 (4)
Ya E . - §(ya) p— O
Yo ~ 3(ys) =3
ya B S(ya) =0
Ye I : . > <§(Yc) — 4 A sequence that is jointly
cee typical with only one
L ][ .. codeword
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Three Probabilities of error

B Probability of block error for a particular code C

pe(C) = P(5 # 5|C)

®  This 1s a difficult quantity to evaluate for any given code.

B The average of Probability of block error over all codes of this block:

ZP # s|C)P(C)

B This quantity is much easier to evaluate than the first quantity pp(C).

® The maximal block error probability of a code C

peM(C) = max P(§ # s|s,C)
m [s the quantity we are most interested in: we wish to show that there exists a code C with

the required rate whose maximal block error probability is small
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Three Probabilities of error - Strategy

.
¥ How to show that maximal block error probability is small?

W By first finding the average block error probability, (pB).

B  Once we have shown that this can be made smaller than a desired small number, we

immediately deduce that there must exist at least one code C whose block error probability

is also less than this small number.

® This code, whose block error probability is satisfactorily small but whose maximal block error
probability is unknown (and could conceivably be enormous), can be modified to make a code
of slightly smaller rate whose maximal block error probability is also guaranteed to be

small.

¥ We modify the code by throwing away the worst 50% of its codewords.
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Probability of error of typical-set decoder

B There are two sources of error when we use typical-set decoding.
®  The output y is not jointly typical with the transmitted codeword x(s)

B There is some other codeword in C that is jointly typical with y.

¥ By the symmetry of the code construction, the average probability of error averaged over all

codewords does not depend on the selected value of s;

B  We can assume without loss of generality that s = 1.
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Joint typicality theorem (review)

¥ The jointly-typical set Jys is the set of all jointly-typical sequence pairs of length V.
B Joint typicality theorem. Let X, y be drawn from the ensemble (XY)V defined by
N
P(x,y) = || Pz, yn)-
then, n=l
B The probability that x, y are jointly typical (to tolerance [3) tends to 1 as N —

¥ The number of jointly-typical sequences | Jygl is close to 2NHX. Y)
N(H(X.Y)+p)
e
B Ifx'~XNandy' ~YV,ie., X andy' are independent samples with the same marginal distribution

as P(x,y), then the probability that (x', y’) lands in the jointly-typical set is about 2-NMX:1),

P[(X',y') c JNﬁ:| < 2—N(I(X;Y)—3,3)
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Probability of error of typical-set decoder

B There are two sources of error when we use typical-set decoding.
®  The output y is not jointly typical with the transmitted codeword x(s)

B There is some other codeword in C that is jointly typical with y.

¥ By the symmetry of the code construction, the average probability of error averaged over all

codewords does not depend on the selected value of s;
B  We can assume without loss of generality that s = 1.

¥ The probability that the input x( and the output y are not jointly typical vanishes, by the joint

typicality theorem’s first part.
B Let O, be the upper bound on this probability, satisfying 0 — 0 as N — oo;
B For any desired 0, we can find a block length N(0) such that the P((x(, y) & Jnp) < O.
B The probability that x¢) and y are jointly typical, for a given s" # 1 is < 2-NIX:))-38)_ by the joint

typicality theorem’s first part 3. And there are (2N — 1) rival values of s’ to worry about.

FACULDADE DE _ ]
CIENCIAS E TECNOLOGIA The Noisy-Channel Coding Theorem - 33
UNIVERSIDADE NOVA DE LISBOA



Probability of error of typical-set decoder

¥ The probability that the input x(D and the output y are not jointly typical vanishes, by the joint

typicality theorem’s first part.
B Let O, be the upper bound on this probability, satisfying 0 — 0 as N — o;
B For any desired 0, we can find a block length N(0) such that the P((x(™, y) & Jnp) < O.
B The probability that x¢?) and y are jointly typical, for a given s’ # 1 is < 2-NIX:Y)-36) by the joint
typicality theorem’s part 3. And there are (2M% — 1) rival values of s’ to worry about.

¥ Thus the average probability of error {pp) satisfies

2NR/

(p) < 6+ Z o—N(I(X;Y)-30)

s/ =2

< §4 2 NUXY)-R'=30)

B <pp> can be made < 20 by increasing N if R' < I(X; Y) — 3.
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Probability of error of typical-set decoder

¥ Thus the average probability of error {pg) satisfies

(PB)

<

<

2NR/

543 9 NUCGY)-3)
s'=2

54 9 NUX:Y)~R~35)

B <pp> can be made < 20 by increasing N if R' < I(X; Y) — 3(.

¥  We choose P(x) in the proof to be the optimal input distribution of the channel.

@ Then the condition R' < I(X; Y) — 33 becomes R' < C - 3

B Since the average probability of error over all codes is < 20, there must exist a code with mean

probability of block error ps(C) < 20.

® To show that not only the average but also the maximal probability of error, pgy, can be made

small we modify this code by throwing away the worst half of the codewords — the ones most

likely to produce errors.

C
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Probability of error of typical-set decoder

°® ® ® °® ®
o °
o L ° o« o S’ e o L ° . °
° ¢ ._/ ° ° ¢ o °
° . o ° . o
° o RN ° o
° ® °
° -7~ .) *
o° ° . - ° .
° °
° ¢ L ° ¢ L d
° ¢ ¢ ° ¢ e
—
(a) A random code ... (b) expurgated

B Those that remain must all have conditional probability of error less than 40.

B These remaining codewords to define a new code. This new code has 2Mr' -1 codewords.

B The rate is reduced from R’ to R’ - 1/N and achieved ppy < 40.
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Probability of error of typical-set decoder

°® ® ® °® ®
o °
o L ° o« o S’ e o L ° . °
° ¢ ._/ ° ° ¢ o °
° . o ° . o
° o RN ° o
° ® °
° -7~ .) *
o° ° . - ° .
° °
° ¢ L ° ¢ L d
° ¢ ¢ ° ¢ e
—
(a) A random code ... (b) expurgated

B Those that remain must all have conditional probability of error less than 40.

B These remaining codewords to define a new code. This new code has 2Mr' -1 codewords.

B The rate is reduced from R’ to R’ - 1/N and achieved ppy < 40.
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The theorem Part 1 - Positive

W For every discrete memoryless channel, the channel capacity
C =max 1(X;Y)
has the following property. For any € > 0 and R < C, for large enough N, there exists a code
of length N and rate = R and a decoding algorithm, such that the maximal probability of

block error is < €.

pbA
B We can ‘construct’ a code of rate R' — 1/N,
R(ps)
2
where R’ < C — 35, with maximal probability of error < 40. ! 3
We obtain the theorem as stated by setting R' = (R + C)/2, C R

0=c¢/4, f<(C—-R')/3,and N sufficiently large for the remaining conditions to hold.
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Information Theory

Communication (with errors) above capacity
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Communication (with errors) above capacity

B We have shown that we can turn any noisy channel into an essentially noiseless binary

channel with rate up to C bits per cycle.

B We now extend the right-hand boundary of the region of achievability at non-zero error

probabilities
)\
Db
W If a probability of bit error p,, 1s acceptable,
. R(py)
rates up to R(pp) are achievable, where 9
1
()= 3
P,)=
1-H ) (p b) >
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Communication (with errors) above capacity

B We know we can make the noisy channel into a perfect channel with a smaller rate !

W It 1s sufficient to consider communication with errors over a noiseless channel.

B How fast can we communicate over a noiseless channel, if we are allowed to make errors ?
B Consider a noiseless binary channel

¥ Assume that we force communication at a rate greater than its capacity of 1 bit.

®  For example, if we require the sender to attempt to communicate at R = 2 bits per cycle then he

must effectively throw away half of the information.

¥ One simple strategy is to communicate a fraction 1/R of the source bits, and ignore the rest. The

receiver guesses the missing fraction 1 — 1/R at random,

Py = %(1 —1/R)
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Communication (with errors) above capacity

B Consider a noiseless binary channel

¥ One simple strategy 1s to communicate a fraction 1/R of the source bits, and ignore the rest. The

receiver guesses the missing fraction 1 — 1/R at random,

pn = 1(1 —1/R)

2

0.3
0.25
0.2

Pb

0.15

0.05

Optimum ——
Simple -----
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Communication (with errors) above capacity

B Consider a noiseless binary channel

¥ One simple strategy 1s to communicate a fraction 1/R of the source bits, and ignore the rest. The

receiver guesses the missing fraction 1 — 1/R at random,

1
0.3 T T 1 I pb — 5(1 o ]‘/R>

0.25 Optimum —— -
Simple -----
0.2 | .

0.15 R(p ):
" 1-H,(p,)

Can be improved up to

0.05
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Communication (with errors) above capacity

® For any Channel, we can extend the right-hand boundary of the region of achievability

at non-zero error probabilities

W If a probability of bit error py, 1s acceptable, rates up to R(p») are achievable, where

C
I_Hz(pb)

R(p,)=
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Information Theory

Computing capacity
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Computing capacity

® How can we compute the capacity of a given discrete memoryless channel?

¥ We need to find its optimal input distribution.
¥ In general we can find the optimal input distribution by a computer search, making use of the
derivative of the mutual information with respect to the input probabilities.
B Since I(X ; Y) 1s concave —_ 1n the input distribution p, any probability distribution p at which I(X; Y)
1s stationary must be a global maximum of /(X; Y).
B So it is tempting to put the derivative of /(X;Y) into a routine that finds a local maximum of /(X; Y),

that 1s, an input distribution P(x) such that

Ol (X- Y) where A is a Lagrange multiplier associated
: = A\ for all 1,

Opi with the constraint 2 Pi = 1
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Computing capacity

B Since I(X ; Y) is concave — in the input distribution p, any probability distribution p at which I(X; Y)
is stationary must be a global maximum of /(X; Y).
B Soitis tempting to put the derivative of /(X;Y) into a routine that finds a local maximum of /(X; Y),

that 1s, an input distribution P(x) such that

01(X;Y) where A is a Lagrange multiplier associated
- =\ for all ¢,

8]9 v with the constraint Zz pi = 1

¥ However, this approach may fail to find the right answer, because /(X; Y) might be maximized by a
distribution that has p; = 0 for some inputs.
¥ The optimization routine must therefore take account of the possibility that, as we go up hill on

I[(X; Y), we may run into the inequality constraints p; = 0.
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Computing capacity - Results that may help

¥ All outputs must be used

B J(X;Y)isaconvex _ function of the channel parameters.

W There may be several optimal input distributions, but they all look the same at the output

¥ A discrete memoryless channel is a symmetric channel if the set of outputs can be partitioned into
subsets 1n such a way that for each subset the matrix of transition probabilities has the property that
each row (if more than 1) is a permutation of each other row and each column is a permutation of

each other column.

FACULDADE DE _ ]
CIENCIAS E TECNOLOGIA The Noisy-Channel Coding Theorem - 48
UNIVERSIDADE NOVA DE LISBOA



Computing capacity - symmetric channel

¥  An example of a Symmetric Channel

Ply=0|xz=0) = 0.7; P(y=0|z=1) = 0.1;
Ply=7]z=0) = 0.2; Py=7|z=1) = 0.2; (10.23)
Ply=1|z=0) = 0.1; Py=1|z=1) = 0.7.

is a symmetric channel because its outputs can be partitioned into (0, 1)
and ?, so that the matrix can be rewritten:

Ply=0|z=0) = 0.7; Py=0|z=1) = 0.1;
Ply=1|lz=0) = 01; Py=1llz=1) = 0.7; (10.24)
Ply=7|xz=0) = 0.2; Ply=7|z=1) = 0.2
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Information Theory

Other coding theorems
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Other coding theorems

¥ The noisy-channel coding theorem is quite general, applying to any discrete memoryless

channel; but it 1s not very specific.

B The theorem only says that reliable communication with error probability € and rate R can be

achieved by using codes with sufficiently large block length N.

B The theorem does not say how large N needs to be to achieve given values of R and &.

¥ Presumably, the smaller € is and the closer R is to C, the larger N has to be
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Noisy-channel coding theorem — explicit N-dependence

W For a discrete memoryless channel, a block length N and a rate R, there exist block codes of

length N whose average probability of error satisfies:
pp < exp [-NE\(R)]
where E,(R) is the random-coding exponent of the channel, a convex _, decreasing, positive
function of R forO <R < C.
® The random-coding exponent is also known as the reliability function
W [E.(R) approaches zero as R — C; \

® The computation of the random-coding exponent for E ( R)
r

interesting channels is a challenging task

C

-

R
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Lower bounds on the error probability as a function of N

® For any code with block length N on a discrete memoryless channel, the probability of error

assuming all source messages are used with equal probability satisfies

PB 2 eXP[_NEsp(R)]a

N—"

B where the function E,,(R), the sphere-packing exponent of the channel, 1s a convex

decreasing, positive function of R for0 <R < C.
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Information Theory

Further Reading and Summary

Q&A
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Further Reading

® Recommend Readings

¢ Information Theory, Inference, and Learning Algorithms from David MacKay, 2015,

pages 161 - 173.

¥ Supplemental readings:
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What you should know

W The three parts of noisy-channel coding theorem
®  The concept of Jointly-typical sequences
®  What is Random coding and typical-set decoding

¥  What is the general 1deia of noisy-channel coding theorem’s demonstration
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Further Reading and Summary

Q&A
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